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Promp'ng with Explana'ons

GPT-3

Q: Alice has 5 apples. Bob has 2 apples. How 
many apples do they have together?

A: The answer is 7.


Q: Charlie has 4 toys. Dianna has twice as much as 
Charlie. How many toys do they have together?

A: The answer is 12.
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GPT-3

Q: Alice has 5 apples. Bob has 2 apples. How many 
apples do they have together?

A: They have 5 + 2 = 7 apples together. The answer is 7.


Q: Charlie has 4 toys. Dianna has twice as much as 
Charlie. How many toys do they have together.

A: Dianna has 2 * 4 = 8 toys. They have 4 + 8 = 12 toys 
in total. The answer is 12

(Nye at al., 2022) 
(Wei et al., 2022)

‣ Including explana'ons (ScratchPad; Chain-of-Thought) in prompts

Performance on GSM 
19% 

Performance on GSM 
65%



Promp'ng with Explana'ons
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Using Explana'ons for Textual Reasoning
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‣ Explana'ons may not always improve promp'ng performance on textual reasoning tasks
‣ We study promp'ng LLMs with explana'ons for textual reasoning tasks such as QA and NLI

An E-SNLI Example

Premise: A female is looking through a microscope.

Hypothesis: A lady is observing something.

Explanation: You’re looking through a microscope 
you are observing something.

Label: Entailment

Prompting Performance

73.0
78.081.0

Without 
Explanations

Crowdsourced 
Explanations

‣ Performance is sensi've to different explana'ons

Alternative Explanation: Looking through 
microscope implies observing

Alternative Expl 
(Same Few Shots)
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Outline

‣ Empirical analysis on how explana'ons work in in-context learning

X Ye, S Iyer, A Celikyilmaz, V Stoyanov, G DurreY, and R Pasunuru, ACL Findings 23

Complementary Explana/ons for Effec/ve In-Context Learning

How well can LLMs learn from explana'ons in-context? 
How to make explana'ons work beYer?

The Unreliability of Explana/ons in Few-Shot Promp/ng for Textual 
Reasoning X Ye and G DurreY, NeurIPS 22

‣ Benchmark the effec've of explana'ons in-context

X Ye and G DurreY, ArXiv 23

Explana/on Selec/on using Unlabeled Data for In-Context Learning

‣ Op'mize explana'ons to improve downstream performance

?
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GPT-3

Crestfallen is a track on The Smashing Pumpkins’ album, Adore. The 
single's artwork is by Yelena Yemchuk.

Johnny McDaid is a Croatian professional photographer.

Yelena Yemchuk is a Ukrainian professional photographer.

Q: Crestfallen’s artwork is done by a photographer of which nationality?

A: First, Crestfallen's artwork is done by Yelena Yemchuk. Second, Yelena 
Yemchuk is a Croatian photographer. The answer is Croatian. 

‣ Promp'ng LLMs with explana'ons for QA

7

Using Explana'ons for Textual Reasoning
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GPT-3

Crestfallen is a track on The Smashing Pumpkins’ album, Adore. The 
single's artwork is by Yelena Yemchuk.

Johnny McDaid is a Croatian professional photographer.

Yelena Yemchuk is a Ukrainian professional photographer.

Q: Crestfallen’s artwork is done by a photographer of which nationality?

A: First, Crestfallen's artwork is done by Yelena Yemchuk. Second, Yelena 
Yemchuk is a Croatian photographer. The answer is Croatian. 

‣ How well can LLMs learn from explana'ons in-context? 
‣ Q1: Does adding explana'ons to few-shot prompts improve performance? 
‣ Q2: Can LLMs generate reliable explana'ons?

‣ Promp'ng LLMs with explana'ons for QA

 
nonfactual!

Using Explana'ons for Textual Reasoning



Tasks

‣ AdvHotpot: a difficult version of adversarial Hotpot QA datasets 
‣ E-SNLI: NLI with free-text explana'ons

‣ Synthe'c: a controlled synthe'c QA dataset which allows full understanding of correct 
reasoning process

Context: Christopher agrees with Kevin. Tiffany agrees with Matthew. 
Mary hangs out with Daniel. James hangs out with Thomas. Kevin is a 
student. Matthew is a plumber. Daniel is a student. Thomas is a plumber. 
Q: Who hangs out with a student? 
A: Mary. 
Explanation: Mary hangs out with Daniel and Daniel is a student.
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Promp'ng Methods
‣ Standard: directly answer

G
PT

-3

Question Answer

‣ Explain-predict: Scratchpad (Nye et al., 2021); Chain-of-thought (Wei et al., 2022);

Explanation

G
PT

-3

Question Answer

‣ Predict-explain: first makes a predic'on and then generates an explana'on

G
PT

-3
Question Answer Explanation
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Results: Performance
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‣ Do explana'ons help??
‣ LLMs: OPT-175B, GPT-3 (davinci), InstructGPT(text-daivinci-001), and text-davinci-002 
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‣ Do explana'ons help? 
‣ For the Synth dataset: minor gains on OPT, GPT-3, InstructGPT. More substan'al 

improvements on text-davinci-002.

?
‣ LLMs: OPT-175B, GPT-3 (davinci), InstructGPT (text-daivinci-001), and text-davinci-002 
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Results: Performance (Cont’d)

‣ Do explana'ons help? 
‣ For the Synth dataset: minor gains on OPT, GPT-3, InstructGPT. More substan'al 

improvements on text-davinci-002 
‣ Consistent trends on HotpotAdv and E-SNLI
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‣ Can language models generate reliable explana'ons? 
‣ Factuality: whether an explana'on is factually grounded in the input context

?

Unreliability of Explana'ons

Stephanie is an engineer. John is a nurse. 
Jonathan hangs out with Stephanie. Tiffany is a 
nurse. Emily agrees with John. David agrees with 
Jason. Angela hangs out with Tiffany.

Q: Who hangs out with a nurse?

A: Jonathan hangs out with 
Stephanie and Stephanie is a 
nurse. The answer is a Jonathan.

nonfactual explana'on on SYNTH (E-P)

GPT-3
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‣ Can language models generate reliable explana'ons? 
‣ Factuality: whether an explana'on is factually grounded in the input context

?

Unreliability of Explana'ons (Cont’d)

nonfactual explana'on on ADVHOTPOT (E-P)

GPT-3

Crestfallen is a track on The Smashing Pumpkins’ album, Adore. The 
single's artwork is by Yelena Yemchuk.

Johnny McDaid is a Croatian professional photographer.

Yelena Yemchuk is a Ukrainian professional photographer.

Q: Crestfallen’s artwork is done by a photographer of which nationality?

A: First, Crestfallen's artwork is done by Yelena Yemchuk. Second, Yelena 
Yemchuk is a Croatian photographer. The answer is Croatian. 
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‣ Can language models generate reliable explana'ons? 
‣ Factuality: whether an explana'on is factually grounded in the input context 
‣ Consistency: whether an explana'on entails the answer

?

Matthew blames Tiffany. Lisa is a chef. 
Christopher helps Kelly. Angela helps Jessica. 
Rachel blames Lisa. Jessica is a farmer. Kelly is a 
chef. Tiffany is a farmer

Q: Who helps a farmer?

A: Jessica is a farmer and 
Christopher helps Kelly. The 
answer is Christopher.

Inconsistent explana'on on SYNTH (E-P)

GPT-3

Unreliability of Explana'ons (Cont’d)
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Results: Reliability
‣ Can language models generate reliable explana'ons? 
‣ Factuality: whether an explana'on is factually grounded in the input context 
‣ Consistency: whether an explana'on entails the answer

?
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Factuality Consistency

‣ Model-generated explana'ons can be unreliable !
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Results: Reliability (Cont’d)
‣ Can language models generate reliable explana'ons? 
‣ Factuality: whether an explana'on is factually grounded in the input context 
‣ Consistency: whether an explana'on entails the answer

?

‣ Model-generated explana'ons can be unreliable !
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Connec'ng Factuality and Accuracy

Stephanie is an engineer. John is a nurse. 
Jonathan hangs out with Stephanie. Tiffany is a 
nurse. Emily agrees with John. David agrees with 
Jason. Angela hangs out with Tiffany.

Q: Who hangs out with a nurse?

A: Jonathan hangs out with 
Stephanie and Stephanie is a 
nurse. The answer is a Jonathan.G

PT
-3

‣ Incorrect predic'ons are more likely to co-occur with nonfactual explana'ons

0.5

1

OPT-175B GPT-3 InstructGPT text-davinci-002
0.030.10

0.30
0.43 0.33

0.830.77
0.91

p(incorrect|nonfactual)
p(incorrect|factual)
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Connec'ng Factuality and Accuracy

Stephanie is an engineer. John is a nurse. 
Jonathan hangs out with Stephanie. Tiffany is a 
nurse. Emily agrees with John. David agrees with 
Jason. Angela hangs out with Tiffany.

Q: Who hangs out with a nurse?

G
PT

-3

‣ Nonfactual explana'ons can be useful as a way to verify LLMs’ predic'ons 
‣ On SYNTH, we sample mul'ple explana'on-answer pairs , and reject nonfactual ones 
‣ Successfully improves the accuracy from 54% to 74% (P-E)

‣ Incorrect predic'ons are more likely to co-occur with nonfactual explana'ons

A: Jonathan hangs out with 
Stephanie and Stephanie is a 
nurse. The answer is a Jonathan.

Sa
m
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in
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A: Angela hangs out with 
Tiffany and Tiffany is a nurse. 
The answer is Angela.
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Wrap-up
‣ LLMs are not good enough at using explana'ons for textual reasoning 
‣ Simply including explana'ons in prompt may not always lead to substan'al benefits 
‣ Model-generated explana'ons can be unreliable

‣ But flawed explana'ons can be useful for verifying LLMs’ predic'ons

The Unreliability of Explana'ons in Few-Shot 
Promp'ng for Textual Reasoning
Xi Ye and Greg DurreY, NeurIPS 2022
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Outline

‣ Empirical analysis on how explana'ons work in in-context learning

X Ye, S Iyer, A Celikyilmaz, V Stoyanov, G DurreY, and R Pasunuru, ACL Findings 23

Complementary Explana/ons for Effec/ve In-Context Learning

How well can LLMs learn from explana'ons in-context? 
How to make explana'ons work beYer?

The Unreliability of Explana/ons in Few-Shot Promp/ng for Textual 
Reasoning X Ye and G DurreY, NeurIPS 22

‣ Benchmark the effec've of explana'ons in-context

X Ye and G DurreY, ArXiv 23

Explana/on Selec/on using Unlabeled Data for In-Context Learning

‣ Op'mize explana'ons to improve downstream performance

?



Performance Varying Across Explana'ons

GPT-3

Q: Alice has 5 apples. Bob has 2 apples. How 
many apples do they have together?

A: They have 5 + 2 = 7 apples together. The 
answer is 7.


Q: …

GPT-3

Q: Alice has 5 apples. Bob has 2 apples. How 
many apples do they have together?

A: Because Alice has 5 apples and Bob has 2 
apples. We know 5 + 2 = 7. The answer is 7.


Q: …

‣ How to find the explana'ons that yields beYer downstream performance?
‣ Performance varies across explana'ons

Performance 
52% 

Performance 
57% 
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Op'mizing Explana'ons
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Few-Shot 
Exemplars ; ; ;…Q1 A1 Q2 A2 QK AK

G
PT

-3

; ; ;…( )Q1 E1 A1 Q2 E2 A2 QK EK AK ; Q

‣ Search for                           that yields beYer end task performance (on unseen test set) E1 E2 … EK

Best 
Performance



Data Condi'on
Few-Shot 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Approach Overview
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‣ Generate candidate explana'ons: use seed explana'ons to perform leave-one-out prompt

G
PT

-3

; ;…( )Q2 Ẽ2 A2 QK ẼK AK ; Q1

̂E(1)
1

…

̂E(2)
1

̂A(1)
1

̂A(2)
1

̂A(1)
1 = A1

̂A(2)
1 ≠ A1

Q1Q1Q1

G
PT

-3
G

PT
-3

Q: Alice has 5 apples.…How many apples do they have?

A: They have .… The answer is 7.

… 
Q: … 
A: …

Q: Charlie has 4 toys. Dianna has twice as much as 
Charlie. How many toys do they have together.

G
PT

-3

View        as test query 
use the others to do CoT prompting

Q1 Only keep explanations 
paired correct answers

A: Dianna has 2 * 4 = 8 toys. They have

4 + 8 = 12 toys in total. The answer is 12.

A: Diana has twice toys. So they have

4 * 2 = 8 toys. The answer is 8.



Approach Overview
‣ Generate candidate explana'ons: use seed explana'ons to perform leave-one-out prompt 
‣ This yields combina'ons of explana'ons

Combo C2

Combo C1

Combo C3

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer.

Ê1
<latexit sha1_base64="3F2idGyf1UOzrDGGfG+981d8R6U=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiumqRlIcABpYprEYYgi0W2o6SLHcVprthPFDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjhMkjEo1GPxtWfa16zdubtxybt+5e+9+e/PBoYyzFJMRjlmcHgdIEkYFGSmqGDlOUoJ4wMhRcLpX8kefSCppLD6oPCETjqaCRhQjZSB/s/XPmyFV7GvfdbqRj51ulefa9zhSs5QXAZFKG7hwulBRFhIjNmnJYsSKd7q357v9NcTk5hn2KjCITD/ocRrCJp/rPnwFmxEyjhRHc90bN/xn7Re1EX3iqTg5q4x0b6XJxC9y6FEBz6Z/1HrVzMFyIxylUyoa75Wp88KiUb492NclJ8gU0subScpXOn1piitXW3SdKhstpzata2ScL9Vz7ZPyO3hqRhRa4mGFX3WeW3Bhtw+fQA5fwqu1tO+3O4PtQbXgxcCtgw6o19Bv//HCGGecCIUZknLsDhI1KVCqKGZEO14mSYLwKZqSsQkF4kROiuqGatg1SAijODWvULBCVysKxKXMeWCUpUu5zpXgZdw4U9GLSUFFkiki8GJQlDGoYlhedxjSlGDFchMgnFLjFeIZShFW5qdwzCG461u+GBzubLtPt3feP+vsvq6PYwM8Ao9BD7jgOdgFb8AQjAC2Tqyv1nfrh43tb/ZP+9dCarXqmofg3LJ//wc7jkVn</latexit>

candidate explanations
Ê2

<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>
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G
PT

-3
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Approach Overview (Cont’d)
‣ Generate candidate explana'ons: use seed explana'ons to perform leave-one-out prompt 
‣ This yields combina'ons of explana'ons

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer. Combo C2

Combo C1

Ê2
<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>

Combo C3

…Q1 E1 A1 Q2 E2 A2 QK EK AK

‣ Silver-label development set: sample combina'ons and silver-label V by promp'ng and vo'ng

28

The answer is 6

GPT-3 The answer is 12

…

Combination C2

Combination C3

{<latexit sha1_base64="UZXUAA2mrQ+9Ep4vl2WDZExLjPY=">AAADqXicfVJdb9MwFHUTPkb4WAePvFhURa02Te1AggeQJhASD0XqJNoVmhI5rtNai53IdqDB8m/jP/DGv8FJk7Xrpl3J0vU55557c+MwjalUvd6/huPeuXvv/t4D7+Gjx0/2mwdPxzLJBCYjnMSJmIRIkphyMlJUxWSSCoJYGJPz8OJjwZ//JELShH9VeUpmDC04jShGykLBQeNPOwqw1/aXSOncBD5DaimYDolUxvO11+567WGnhMPIKqDP6BzW95XpwvewLpJJpBhamc605n+ZQFfW5oevkvSyMjKdLZNZoHPoU76mMYr1N2Ns58vrYDMaQ2JBuanIcqirQl0rvww+mYLjZAHpzWaSsi2n33VxOdUR3aUKo03X2rpCpvlGvTIB8exmfbUkCm3weYnfts8juB63Cw8hg+/g7VraDZqt3nGvDHg96VdJC1QxDJp//XmCM0a4wjGSctrvpWqmkVAUx8T+80ySFOELtCBTm3LEiJzp8qUZ2LbIHEaJsIcrWKLbFRoxKXMWWmUxpdzlCvAmbpqp6O1MU55minC8bhRlMVQJLJ4tnFNBsIpzmyAsqJ0V4iUSCCv7uD27hP7uJ19PxifH/VfHJ2evW6cfqnXsgefgBeiAPngDTsFnMAQjgJ2XzsAZOWP30D1zJ+73tdRpVDXPwJVw8X+2EDD0</latexit>

sampled combinations model prediction

ā = 12unlabeled Q

unlabeled Q

GPT-3

GPT-3 The answer is 12Combination C1 unlabeled Q



Approach Overview (Cont’d)
‣ Generate candidate explana'ons: use seed explana'ons to perform leave-one-out prompt 
‣ This yields combina'ons of explana'ons

‣ Silver-label development set: sample combina'ons and silver-label V by promp'ng and vo'ng

‣ Select combina'on based on silver-accuracy: score combina'ons using silver-accuracy 
‣ Essen'ally, we search for combina'ons that gives best silver accuracy

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer. Combo C2

Combo C1

Ê2
<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>

Combo C3

…Q1 E1 A1 Q2 E2 A2 QK EK AK

Silver Acc: 85%

Silver Acc: 89%

Silver Acc: 81%
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Performance Varying across Explana'ons
‣ We inves'gate the variance of performance obtained with different combina'ons 
‣ Performance varies widely across explana'ons on four tasks 
‣ Seed explana'ons (annotated by crowdworkers) yields subop'mal performance

Stats of performance across sampled combinations
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Priori'zing Search
‣ We can only evaluate the silver-accuracy of a few combina'ons owning to the high cost of 

running LLMs

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer. Combo C2

Combo C1

Ê2
<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>

Combo C3

…Q1 E1 A1 Q2 E2 A2 QK EK AK

Silver Acc: 85%

Silver Acc: 89%

Silver Acc: 81%

Expensive 
to Compute
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Priori'zing Search
‣ We can only evaluate the silver-accuracy of a few combina'ons owning to the high cost of 

running LLMs 
‣ We use proxy metrics that are cost-efficient to compute to first find more promising 

combina'ons to search over

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer. Combo C2

Ê2
<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>

Combo C3

…Q1 E1 A1 Q2 E2 A2 QK EK AK

Combo C1 Proxy: 66%

Proxy: 65%

Proxy: 60%

Efficient 
to Compute

Silver Acc: 85%

Silver Acc: 89%

Expensive 
to Compute

Discarded

32



Approach Overview
‣ Generate candidate explana'ons 
‣ This yields combina'ons of explana'ons

‣ Silver-label development set: sample combina'ons and vote to silver-label V

‣ Use proxy metrics to pre-filter promising combina'ons

‣ Select combina'on based on silver-accuracy: score combina'ons using silver-accuracy

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer. Combo C2

Ê2
<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>

Combo C3

…Q1 E1 A1 Q2 E2 A2 QK EK AK

Combo C1 Proxy: 66%

Proxy: 65%

Proxy: 60%

Efficient 
to Compute

Silver Acc: 85%

Silver Acc: 89%

Expensive 
to Compute

Discarded
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Proxy Metrics
‣ One-shot Silver Accuracy: we approximate the accuracy of a combina'on by the aggregated 

one-shot accuracy 
‣ We can score any combina'ons with this proxy metric once we score all Q,E,A individually 

(feasible computa'on)

G
PT

-3

; ; ;…( )Q1 E1 A1 Q2 E2 A2 QK EK AK ; Q Full Prompt 
Performance

Approximated with
G

PT
-3

;Q1 E1 A1 Q One-Shot 
Performance G

PT
-3

;Q2 E2 A2 Q One-Shot 
Performance+ …+
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Proxy Metrics
‣ One-shot Silver Accuracy: we approximate the accuracy of a combina'on by the aggregated 

one-shot accuracy 
‣ We can score any combina'ons with this proxy metric once we score all Q,E,A individually 

(feasible computa'on)

G
PT

-3

; ; ;…( )Q1 E1 A1 Q2 E2 A2 QK EK AK ; Q

Approximated with
G

PT
-3

;Q1 E1 A1 Q

Full Prompt 
Performance

One-Shot 
Performance G

PT
-3

;Q2 E2 A2 Q One-Shot 
Performance+ …+

‣ One-shot Log-likelihood (skipped): maximizing the one-shot likelihood on the few-shot 
exemplar sets  
‣ This allows using a few gold labels
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Experiment Setup
‣ Datasets: GSM (arithme'cal reasoning), ECQA (commensenQA), ESNLI (natural language 

inference), StrategyQA (mul'-hop open QA)

‣ LLM: Code-davinci-002

‣ Data Condi'on:

Few-Shot 
Exemplars ; ; ;…Q1 A1 Q2 A2 QK AK

Unlabeled 
Dev set …Q1 Q2 QMV =

Seed 
Explanations

Ẽ1 Ẽ2 … ẼK

K=8 

Crowdworker 
Annotations

M=256
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Effec'veness of Proxy Metrics
‣ One-shot Silver Accuracy: aggregated one-shot silver accuracy on the development set

Y-Axis: downstream acc 

GSM ECQA

X-Axis: proxy metrics  
Colors: combinations preferred by different proxy metrics

ESNLI StrategyQA

‣ The proxy metrics correlates well with downstream accuracy in most cases
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Effec'veness of Proxy Metrics
‣ One-shot Silver Accuracy: aggregated one-shot silver accuracy on the development set

‣ Similar trends: the proxy metrics correlates well with downstream accuracy in most cases

‣ One-shot Log-Likelihood: aggregated one-shot likelihood on few-shot exemplars

GSM ECQA ESNLI StrategyQA
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Effec'veness of Proxy Metrics
‣ One-shot Silver Accuracy: aggregated one-shot silver accuracy on the development set

‣ One-shot Log-Likelihood: aggregated one-shot likelihood on few-shot exemplars

‣ Using approximate metrics allows priori'ze search over beYers combina'ons than naive 
(randomly sampled combina'ons) 

‣ No one-size-fit-all solu'on

GSM: OSAcc               GSM: OSLL StrategyQA: OSAcc          StrategyQA: OSLL
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Approach Overview
‣ Generate candidate explana'ons 
‣ This yields combina'ons of explana'ons

‣ Silver-label development set: sample combina'ons and vote to silver-label V

‣ Use proxy metrics to pre-filter promising combina'ons

‣ Select combina'on based on silver-accuracy: score combina'ons using silver-accuracy

Because we know that Amy had 5 apples and Alex had 7, the answer is 12.

If we add the 5 apples that Amy has with the 7 that Alex has, then it’s 12.
…

Amy’s 5 apples plus Alex’s 7 yields 12 apples as the answer. Combo C2

Ê2
<latexit sha1_base64="bBpNJ3U/i+YRpoQh+bWPo2r6Gg4=">AAAD4XicfVPPb9MwFHYTfozwq4MjF4uqUiqmqilIcABpYprEYYgi0W2o6SLHcVprcRLZDjREvnHhAEJc+a+48ZdwxUmTteumWYn03vd9773PjuOnERVyMPjbMsxr12/c3Lpl3b5z99799vaDQ5FkHJMxTqKEH/tIkIjGZCypjMhxyglifkSO/NO9kj/6RLigSfxB5imZMjSLaUgxkhrytlv/3DmSxb7yhlY39LDVrfJceS5Dcs5Z4RMhlYYLqwsljQKixTotWYyi4p2y9zynt4HoXD8juwL9UPeDLqMBbPKF6sFXsBkhklAytFD2pOE/K6+ojagTVybpWWWo7LUmU6/IoUtjeDb9o1LrZg5WG2GIz2jceK9MnRcWjfLtwb4quZjMIL28maBsrdOXprhytUM3qbLRamrTukYm+Uq9UB4pv4Mr50SiFR5U+FXnuQOXdnvwCWTwJbxaS3teuzPoD6oFLwZOHXRAvUZe+48bJDhjJJY4QkJMnEEqpwXikuKIKMvNBEkRPkUzMtFhjBgR06K6oQp2NRLAMOH6jSWs0PWKAjEhcuZrZelSbHIleBk3yWT4YlrQOM0kifFyUJhFUCawvO4woJxgGeU6QJhT7RXiOeIIS/1TWPoQnM0tXwwOh33naX/4/lln93V9HFvgEXgMbOCA52AXvAEjMAbYODG+Gt+NHyY2v5k/zV9LqdGqax6Cc8v8/R8/AEVo</latexit>

Combo C3

…Q1 E1 A1 Q2 E2 A2 QK EK AK

Combo C1 Proxy: 66%

Proxy: 65%

Proxy: 60%

Efficient 
to Compute

Silver Acc: 85%

Silver Acc: 89%

Expensive 
to Compute

Discarded
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Main Experiments

GSM

See
d

Naiv
e

OSAcc

Ense
mble

65.464.764.762.8

‣ Results are averaged from four trials with four randomly selected K exemplars

ECQA

See
d

Naiv
e

OSAcc

Ense
mble

81.381.079.877

ESNLI

See
d

Naiv
e

OSAcc

Ense
mble

8383.082.1
75.2

StrategyQA

See
d

Naiv
e

OSAcc

Ense
mble

72.1
71.071.371.3

‣ Seed: ini'al explana'ons
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Main Experiments

‣ Applying our op'miza'on framework and search over random combina'ons can already 
yield beYer performing explana'ons

GSM

See
d

Naiv
e

OSAcc

Ense
mble

65.464.764.762.8

‣ Results are averaged from four trials with four randomly selected K exemplars

ECQA

See
d

Naiv
e

OSAcc

Ense
mble

81.381.079.877

ESNLI

See
d

Naiv
e

OSAcc

Ense
mble

8383.082.1
75.2

StrategyQA

See
d

Naiv
e

OSAcc

Ense
mble

72.1
71.071.371.3

‣ Seed: ini'al explana'ons
‣ Naive: using our framework to search over random combina'ons
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Main Experiments

‣ Using the proxy metric allows us priori'ze search on beYer performing combina'ons, which 
yields beYer results in general

GSM

See
d

Naiv
e

OSAcc

Ense
mble

65.464.764.762.8

ECQA

See
d

Naiv
e

OSAcc

Ense
mble

81.381.079.877.1

ESNLI

See
d

Naiv
e

OSAcc

Ense
mble

8383.082.1
75.2

StrategyQA

See
d

Naiv
e

OSAcc

Ense
mble

72.171.271.371.3

‣ Seed: ini'al explana'ons
‣ Naive: using our framework to search over random combina'ons
‣ OSAcc: search over combina'ons found by OSAcc
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Main Experiments

GSM

See
d

Naiv
e

OSAcc

Ense
mble

65.464.764.762.8

ECQA

See
d

Naiv
e

OSAcc

Ense
mble

81.381.079.877.1

ESNLI

See
d

Naiv
e

OSAcc

Ense
mble

8383.082.1
75.2

StrategyQA

See
d

Naiv
e

OSAcc

Ense
mble

72.171.271.371.3

‣ Seed: ini'al explana'ons
‣ Naive: using our framework to search over random combina'ons
‣ OSAcc: search over combina'ons found by OSAcc

‣ Ensemble: search over combina'ons found by OSAcc + OSLL 
‣ Achieves the best performance overall
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Wrap-up
‣ We can op'mize for beYer explana'ons regarding downstream performance, using only 

unlabeled data
‣ We propose two proxy metrics to priori'ze exploring beYer combina'ons given a limited 

computa'on

Explana'on Selec'on using Unlabeled Data for In-
Context Learning
Xi Ye and Greg DurreY, ArXiv 2023
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Outline

‣ Empirical analysis on how explana'ons work in in-context learning

X Ye, S Iyer, A Celikyilmaz, V Stoyanov, G DurreY, and R Pasunuru, ACL Findings 23

Complementary Explana/ons for Effec/ve In-Context Learning

How well can LLMs learn from explana'ons in-context? 
How to make explana'ons work beYer?

The Unreliability of Explana/ons in Few-Shot Promp/ng for Textual 
Reasoning X Ye and G DurreY, NeurIPS 22

‣ Benchmark the effec've of explana'ons in-context

X Ye and G DurreY, ArXiv 23

Explana/on Selec/on using Unlabeled Data for In-Context Learning

‣ Op'mize explana'ons to improve downstream performance

?



How Explana'ons Work?
‣ LMs don’t “follow” prompts in some ways

? ‣ Do LMs “follow” explana'ons? How do explana'ons work for in-context-learning?
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‣ Probe LLMs with perturbed explana'ons

What Makes Explana'ons Effec've?

48

Question Take the last letters of the words in "Bill Gates” and 
concatenate them.

Gold Explanation The last letter of  "Bill" is letter"l". The last of "Gates" is "s". 
Concatenating “l" and "s" is “ls". So the answer is ls. Trace  NL  

‣ Perturbing  Natural Language 

"Bill","l","Gates","s","l","s","ls". So the answer is ls.Perturbing NL

The last letter of  "Bill" is letter " ". The last of "Gates" is " ". 
Concatenating “l" and "s" is “ls". So the answer is ls.Perturbing Trace

‣ Perturbing  Computa'on Trace 



What Makes Explana'ons Effec've?

49

‣ Probe LLMs with perturbed explana'ons

‣ Perturbing  Natural Language  
‣ Perturbing  Computa'on Trace  



How Explana'ons Work?
? ‣ Do LMs “follow” explana'ons?

‣ YES. Perturbing either trace or NL leads to performance degrada'on. 
‣ Both trace and NL contribute to making effec've explana'ons 
‣ But perturbed explana'ons are s'll beneficial compared to not using explana'ons at all
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What Makes A Good Set of Explana'ons?
‣ Given a test query , we study how to form a maximally effec've set of exemplars 
‣ Interplay between query and exemplar: relevance (using more relevant examples) 
‣ Interplay between exemplars in the set: complementarity

Test Query: 
Q: Peter bought 20 popsicles at $0.25 each. 
He bought 4 ice cream bars at $0.50 each. 
How much did he pay in total?

A: 0.25 * 20 = 5. 0.5 * 4 = 2. 5 + 2 = 7. The 
answer is 7.

Addition Exemplars: 
Q: Marion received 20 more turtles than 
Martha. If Martha received 40 turtles, how 
many turtles did they receive together?

A: 20 + 40 = 60. 60 + 40 = 100. The 
answer is 100.

Multiplication Exemplars: 
Q: Car Wash Company cleans 80 cars per 
day. They make $5 per car washed. How 
much money will they make in 5 days?

A: 8 * 5 = 40. 40 * 5 = 2000. The answer is 
2000

51
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Probing with Complementary Exemplars
‣ We test whether LLMs can benefit from complementarity of exemplars

G
PT

-3

Experiments Setup

Addition Exemplars

G
PT

-3

Multiplication Exemplars

G
PT

-3

Mixture of (Add and Mul) 

Test Data: 
Q: Peter bought 20 popsicles at $0.25 
each. He bought 4 ice cream bars at 
$0.50 each. How much did he pay in 
total?

A: 0.25 * 20 = 5. 0.5 * 4 = 2. 5 + 2 = 7. 
The answer is 7.

Addition Exemplars: 
Q: Marion received 20 more 
turtles than Martha. If Martha 
received 40 turtles, how many 
turtles did they receive together?

A: 20 + 40 = 60. 60 + 40 = 100. 
The answer is 100.

Multiplication Exemplars: 
Q: Car Wash Company cleans 80 
cars per day. They make $5 per 
car washed. How much money 
will they make in 5 days?

A: 8 * 5 = 40. 40 * 5 = 2000. The 
answer is 2000
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Probing with Complementary Exemplars
‣ Complementary exemplar sets lead to beYer performance

53
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MMR for Exemplar Selec'on
‣ Prominent nearest neighbor-based exemplar selec'on method only considers relevance 
‣ We propose a maximal-marginal-relevance (MMR) -based exemplar selec'on method, 

which selects diverse exemplars that are relevant to the test query 

54

Test Query

T = Q1, Q2, …, Qk−1

Currently Selected Exemplars

Q

Distance Metric

S(Qi, Qj)

Next Exemplar to Select

Qk = arg max
Qj

λS(Q, Qj) − (1 − λ) max
Qi∈T

S(Qj, Qi)

Relevant to test query Diverse w.r.t. already 
selected exemplars



Experiments
‣ Datasets: GSM, ECQA, E-SNLI       LLM: code-davinci-002 
‣ Baselines: random exemplar selec'on; nearest neighbor-based exemplar selec'on

55

S(Qi, Qj) = BERTScore(Qi, Qj) S(Qi, Qj) = PLLM(Qi |Qj)
‣ Distance Metrics: 
‣ BERTScore:                                                                         LLMScore: 
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Experiments
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‣ Datasets: GSM, ECQA, E-SNLI       LLM: code-davinci-002 
‣ Baselines: random exemplar selec'on; nearest neighbor-based exemplar selec'on
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‣ MMR is more effec've than NN in general across different datasets and different metrics

S(Qi, Qj) = BERTScore(Qi, Qj) S(Qi, Qj) = PLLM(Qi |Qj)
‣ Distance Metrics: 
‣ BERTScore:                                                                         LLMScore: 



Wrap-up
‣ Both computa'on trace and NL contributes to effec've explana'ons

Complementary Explana'ons for Effec've In-Context Learning

X Ye, S Iyer, A Celikyilmaz, V Stoyanov, G DurreY, and R Pasunuru, ACL Findings 23

‣ LLMs can benefit from complementary explana'ons
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Takeaways!
‣ How well can LLMs learn from explana'ons in prompts? 
‣ Only more advanced LLMs (like text-davinci-002) can benefit substan'ally 
‣ The generated explana'ons might be unreliable 

‣ How to make explana'ons work beber? 
‣ We can op'mize explana'ons using unlabeled data 
‣ We can construct explana'ons that are relevant and diverse  
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‣ What about now? 
‣ More recent LLMs have incredibly strong reasoning abili'es; but they can s'll generate 

unreliable explana'ons



What about Now?
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…
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